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1.1 What Is Application Performance Management

APM, or Application Performance Management, is an approach to IT system management that focuses on monitoring and
managing the performance of enterprise applications to ensure the usability of services for end users.

Causes of Downtime [ Source: The Standish Group ]
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Is Application Performance affecting Bottom Line of your organization?
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* What is APM
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1.2 JENNIFER APM: Monitoring Position

JENNIFER is an APM solution that effectively can manage various and complex IT systems around the application servers
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1.4 JENNIFER APM: Architecture
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01 JENNIFER Agent

* Installed in the application server, collect various
performance data and send it to the data server.

(02 JENNIFER Data Server

* Receive performance data from JENNIFER agent,
process and store it in JENNIFER repository

03 JENNIFER View Server

* Requests data required for dashboard from data
server and transmit this data to web browser

04 JENNIFER Repository

* Store the performance data.

05 JENNIFER Client Console

* HTML5 based client console, access to JENNIFER
dashboard.
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1.5 JENNIFER APM: Supported Platforms

JENNIFER supports most of the operating systems, Java (IBM, Oracle, HP) and WAS operating in the current IT environment.
When a new version of OS, Java or WAS is released, JenniferSoft can provide you with a process and supporting organization
to help you verifying the product compatibility within 24 hours.

OPERATING SYSTEMS Web Server Web Server

* AIX'5.x, 6., 7.x 32bit, 64bit - Apache 2.2 in prefork, worker, event mode - 1S 6.0 or higher (6.0, 7.0, 7.5, 8.0, 8.5)

- HP-UX 11.x 32bit, 64bit, Itanium 64bit

) Oraclg Solaris 28 2.9, 10, 1_1 S22, _64bit' x86 PHP version : operation apache module .NET framework

: :\::s:ozg:txviiiztwie;g;é,It;;juzr?)g;b;oos, - - 5.2, 5.3, 5.4 (except 5.5) - NET Framework 2.0 or higher (2.0, 3.0, 3.5, 4.0, 4.5)
- IBM iSeries(AS400) for WebSphere

- IBM 2/OS for WebSphere, zLinux GNU libc version Operation System

- 2.5 or higher - Windows Server 2003 or higher

APPLICATION SERVER (2008, 2008 R2, 2012, 2012 R2), x86 and x64
- BEA WebLogic 9.x, 10.x, 11.x, 12.x Operating Systems

- IBM WebSphere Application Server 6.1, 7.x, 8.x - Linux kernel version 2.6.8 or higher SQL collection interface

+ Tmaxsoft JEUS 4.x, 5.x, 6.x, 7.x (RHEL 5 or higher Ubuntu 7 or higher) - System.Data.SqlClient

- Oracle Application Server ERP - System.Data.Odbc

* SUN Application Server 8.x, 9.x SQL collection Interface - System.Data.OleDb

* Fujitsu Interstage 5.x, 6.x, 7.X - Mysql, Mysqli, PDO, pgsq|, oci8 - Oracle.DataAccess.Client (ODP.NET)

- Hitachi Cosminexus 7.x, 8.x, 9.x

- Sybase EAServer 4.x, 5.x

- Apache Jakarta Tomcat 5.x, 6.x, 7.X, 8.x
- Caucho Technology Resin 3.x, 4.x

- RedHat JBoss Application Server 6.x, 7.x
- GlassFish 2.x, 3.x

- Npgsql (PostgreSQL)
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1.5 JENNIFER APM: Key Features

JENNIFER features include real time monitoring of individual transactions of a given system in a complex IT environment . The
scalable architecture of JENNIFER makes it easy to support those kind of complex environment as well as cloud. The topology
view will visualize the aspects of the system which makes it easy to spot the areas experiencing poor performance.

Real Time Monitoring Performance analysis Problem diagnosis CLOUD Support
and statistics and management

- Role Based dashboard - Detailed transactions - Peak Load Control - Central agent distribution and

profiling (X-View) upgrades
- Real time Topology View - Memory leakage tracing

- Smart Profiling -Auto detection of expanded

-N-Screen monitoring - Role based Event systems: JENNIFER agent auto
environment support - Real User Monitoring management detection
-Individual Active Service - Statistical analysis and repots - Application and SQL - Central agent management
Monitoring tuning and settings

- Real time transaction analysis

- Alert
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1.8 Dashboard: Role Based Dashboard
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2.1 JENNIFER Repository

JENNIFER V5 exclusive repository called JENNIFER Storage, can guarantee unlimited data storage and flexible expandability.

This feature can help users to quickly analyze large amount of performance data and store them for long time. In addition using
the ‘per second repository processing mechanism’, users can perform high speed inquires about the real time performance
metrics in units of second.
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Copyright © JenniferSoft. All right reserved 10 Application Performance Monitoring  [EMM T FER



2.2 JENNIFER View

Without installing additional applications, users can perform monitoring in all kinds of browsers as long as they support the
HTMLS5 specifications.

In addition, it supports N-screen that allows users to perform monitoring in all the environments including Smart devices , Mobile
and PC.
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L

Don’t need
Install
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2.3 Scalable architecture

The most significant change in the architecture of JENNIFER V5 is that the existing ’Agent/Server’ structure is divided into the
Data Server (Data collection server) and the View Server(Viewing Server).

This architecture change allows users to cope with the increasing number of agents from which data should be collected, by
expanding the data servers accordingly.

In addition, data collected from different data servers can be all viewed in the single view server.

Expand

System 1 Data Server

For System 1

Integrate

Data Server View Server

|
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For New System

System 2 Data Server

For System 2
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2.4 Cloud Support

Cloud computing is revolutionizing how IT resources are used and managed. Administrators can now setup or take-down virtual
servers in minutes as needed - also the applications that run on them. To really benefit from a cloud environment, the flexibility
and convenience that it offers in terms of hardware resourcing has to be matched in the application deployment and
performance management space. JENNIFER provides the following three features, which support application performance
monitoring in a cloud environment

Key Points

JENNTFER. o * Automated detection of system
'3 ‘??,, expansion
& c
) Q
Q:}‘i.g %4_ * Integrated agent management
Q < (Deployment and Upgrade of
> %
& e, JENNIFER agents)
& 2,

* A dashboard for the service
(domain) perspective

Cloud System

Auto Detection
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3.1 X-view: Individual Transactions Monitoring

JENNIFER X-view (Response Time distribution Graph) plots the end time of each individual transaction on the X-axis and the

response time of the Y-axis. Each point represents a transaction, dragging the mouse around a transaction(s) will show details
(profile) of the transaction

v AARE W) VORACE_EXCRPTON wavast O 0w e BWOwrins Chonee O .
e Key Points

SecrOnect * Verw Mot Satieng *  Riwweg ©

* Application name/transaction call

s0s @ TSI @ ssss0ssrsne T A -. basic information.
y : + JDBC & every SQL query (BIND
- Bk 3 variable included) tracking.

: ° LOAD ‘ B A ‘ ) i

TX-Proc.:essing = © X : T ans g il * File/Socket interconnection

‘. @ cics S T i A Gl tracking
oo ' T
. I B T ' * Provides detailed information by

using large scale profiling data
processing technique.

* Support user defined
class/method profiling

* Tracking arbitrary method and
parameters,(return value)
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3.4 X-view: Smart Profile

A new addition to JENNIFER V5, Smart Filtering Slider provides an improved way to sort through thousands of codes to get to
bottom of any performance problem faster, and more accurately.

By simply manipulating slider within the X-View Profiling screen, JENNIFER user can quickly narrow down the candidate for
performance problem and help

¥ [ [ X-VeiwFilter | Application = [ | Profile Auto Search
Instance ClientIP UserID | Client - Server -~ Startin-- End Time CPU Time SQL Time Fetch T Extern-- ERROR Application

m—mmnmm T =120

WE 127.0.0.1 0 5,798 15:30:01  15:30:07 0 4,555 0 BAD_RES- fsimulajsp+icmd=121)
w7 127.0.0.1 0 5605 15:30:02  15:30:07 0 4,403 801 0 BAD_RES-- fsimulajsp+(cmd=121)
WE 127.00.1 0 4,122 153006 153010 0 3,237 589 0 SERVICE_-+ fsimulajsp+icmd=121)
w7 127.0.0.1 0 5996 15:30:07 1530013 1 4,712 856 0 BAD_RES- fsimulajsp+icmd=121)
wa 127.0.0.1 0 6,022 153009 153015 1 4,732 860 0 BAD_RES- fsimulajsp+icmd=121)
e 0 4,749 1530010 1530015 3 3,731 679 0 METHOD-- fsimulajsp+{cmd=121)

Timeline Analysis Se

ion Analysis ERROR

¥ Timeline Analysis

{Linitims)
Name 190 oon 1,200 1,500 1,800 2,100 2,400 2700 3000 3,300 3600 3900 4,200 4,500 4,800 5100 5400 5700 6,000
Method = | I | e i | | =
Sql A T T T T T e | T e T
External Call =

L - - 1 -
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3.5 X-view: Smart Profiling

A new addition to JENNIFER V5, X-View Timeline Analysis provides an improved way to sort through thousands of codes to get
to bottom of any performance problem faster, and more accurately.

The Timeline Analysis allows even non expert users to get to the bottom of any performance problem faster and more
accurately.

Key Points

« 5 factors influence application
performance:

* Database Calls

* File /O

* External Services

* Thread

* Exception and Errors

* JENNIFER V5 has been designed
to provide real-time monitoring for
e each factor listed above
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3.6 Dynamic Profile

In order to find cause of performance problem, profiling is used. However, profiling is often causes high
overhead, negatively impacting the system performance if applied in wide range.

Jennifer provides Dynamic Profiling feature which allows administrator to increase/decrease the profiling level at rune time
without application restart while minimizing the overhead.

Instance tomeatl B Method | = Q

org.apache juli.ClassLoaderLogManager.addLogger(Logger)

: Nu- | Setting value Instance
java v
= org 1> -l—-[:!n!j!mi!suﬁ.h!n!dap———————————l Lisa

= :ap‘_a"'_-': L org.apache.juli.ClassLoaderLoghManager.addLoggeriLogger) 1 tomeat]

& jul o o o o o o o o o o o o o o o
o e o | S i S 0 ) i e e e e e e S I > 3 com jennifersaft home dao LicensekeyDao search8ySalesOpportunity(Strin
)
-addLogger(Logger) > 4 com jennifersoft home bean UserDetailsAdapter

rrr ey Lt e L EE LR
~getClassLoaderinfo(ClassLoader)
~geilogger{string)

~getloggerNames() .
--ie‘.:'rogfe'—.'.-'-:S'_r'".G] Key POIﬂtS

Selection Close

* Profile level On/Off during

runtime.
Profile setting Exception setting
¢ Class/Method Profile level
+ Add
+) (Methods}Hf set to the method name BT : e * Method Parameters and return
| tomcat1 -
org.apache juli.FileHandler <init=(Ljavalang/string;Ljavalang/string;Lj t;::::tz e Values
Return {(void) tomcat3
Parameters | temcatd . .
_ | tomests * Regular expression settings
_;1'?ng | torncats
| 5tring
) OpeniDK7
string T » Package/Class/Method/Interfac
: : — e and super class profile
{Patiernilf set to the class name nattern(including the nackaae! .
settings.
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3.7 Active Services Monitoring

Active services equalizer graph shows current active services count in each application server with different colors to distinguish
the elapsed time for the active services.

Active Service s 0-5s 58w 811 | 11- G Key Points

3 L ' ® 9 & . .
— —_— - * Transactions being processed by
P——— ‘WAS the appI|F:at|on server are referred
= to as active service
L
o & Joec * Symptoms of performance
problems are presented in
5 L] LDAD . . . .
TX-Processing [ o increase in active services
i -- -8 cics
-- . ﬂ External Service
L

Lo THEND i
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3.8 Active Services Details

Active service details can be shown by double clicking on the Active Service Equalizer graph. The list includes executed
application’s information such as Stacktrace (Class/Method level), SQL queries, Client IP, Elapsed Time and CPU processing

time.

Active Service p 05 n 58 0 811 FoT
12
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Details of active services

Thread
Application

HTTP methods

Call time

Elapsed Time

CPU time

Number of SQL/external ¢
alls

sQU/external call time
sqQL

Fetch count

Thread Status

User ID

Browser

Stack trace

http-bio-14080-exec-9414
Jsimula.jspricmd=111)
GET
2015-01-27/14:58:23
6336 Sec

05ec

410

43.01/0 Sec

select JOB_ID, JOB_TITLE from jobs where id=? and id2=7 and id3=?
10

TIMED_WATING

Java/1.7.0.45

Jjava lang Thread sleep (Native Method!
Jdbe Ghestutil sleep(GhestUtil

a:51)

iery(DelegatingPreparedStatement java:96)
teQuery(DelegatingPreparedstatement java:96)
org.apache jso simula_jsp _|

org apache catalina
org apache catalina
org apache catalina
org apache catalina
com jennifersoft filter Er
org apache catalina
org apache catalina
com jennifersoft filter Albert)Jang]
ara apache catalina care Asalication®

onFilterChain java210)
aracterEncodingFilter java'108)
\oplicationFilterChain java:243)
prlicationFilterChain java:210)

a4)

\pplicationFilterChain java:243)
onFilterChain java210)

javaidd)
r(AoolicationFilterChain iava:243)

interrupt | 5 Change the thread priorities

20

»

M Stop

Key Points

* Active Service details in real time
* Service Name
* Last execute query

* Active Stack

Active Profile

Client IP

* CPU Time

* Kill pending threads*
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3.9 PLC: Load Control during service queuing

JENNIFER’s PLC (Peak Load Control) prevent system crashes due to overflow of incoming service requests by redirecting the

eXxcess.

Fol INTH ALWE VISR

b B B

10.66
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Back end legacy system

PLC operation

-I...__._‘_ i i

21

Key Points

* Helpful during crises

* Only certain amount will be
enabled to the application server

* Other services will be redirected
* Help preventing system crash

* Gives system administrator time to
find out root cause of the problem.

10.6
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3.10 Real User Monitoring (RUM)

The performance of a web service is no longer measured in terms of hardware and software usage alone. Customer satisfaction
is fast becoming a key performance indicator across virtually all industries, and web services are not immune to this movement.

Companies are looking to monitor accurately what customers are experiencing when they use the services, so that they can
make improvements to the process and achieve higher levels of customer satisfaction. To answer this need, JENNIFER now
offers a Real User monitoring (RUM) feature. JENNIFER measures transaction response time from browser to server, providing
a detailed analysis of the application’s performance as it traces a user activity path employing the web service.

Browser r ,

Network @ _—
.................... P ——

Server j
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3.11 RUM Profile

The section analysis timeline bar in X-View shows the transaction’s at the client side and the server side. Using the section

analysis you can easily determine whether the response delay is at the server site or the client site.

Multi Tier Responsetime

1 41 Tms P 128ms . 1 'I' \ I
' /A } “\"
= — )' ,»\ NI Wy H"

* DOM: Indicates the amount of time the browser takes to
generate DOM structure.

Multi Tier Response time shows application response time in

* Render: How long does it take the browser to display the
page.

* Network: The time taken on the network.

different segments. Using the Multi Tier response time graph
you can see how long does the application takes at the Server
Side, Network area, Page Rendering and DOM processing.
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3.16 Memory Leakage

If your memory usage increases consistently, Java Collection objects (Vector, Hash, etc) may be one of major causes of memory
leak. Generally, the process of monitoring the memory usage of Java object cause serious performance problem but Jennifer
effectively traces the number of Collection objects without heavy load. Moreover, Jennifer provides application name and
StackTrace data which is used in the object and Full Stack data. Thus, user can find out root cause of memory leak effectively.

Memory [Appbemo, simulas7]

BB T S W51 WSSZ WSC WLC JEC JES! JESZ WLSI WLS2 Wb

Heap memory UtikzationiMB} System Memory Utilization {MB)

v iii Dasnboard @ Reartime

@

r 27
e
= e e [ anaurss STATISTICS
o comts Obiect e nlation coun System Memory Uteaion (51 Memary(Collection)  Amons the dese that mplement th o Collection an 2t M terace. you G aceabecs with etainsies an anaie the stack ace o
= KhalidpC o}
O Defta ation | | B Delete stacktrace | | & Download all Garbage collection <
2
‘\ Minimum collection size used as a basis for monitoring - 10,000  Collection size used as  basis for auto downloading of stack traces : 50,000 | @
)
Sl Ak Lk AR LA LR R A LALA T L A |
Number Time of creation Stze (bytes) Defta Size (bytes) Collection name Hash Stacktrace
6 time (ms) Non.heap Memary Utiization (%) Process Memory Utiization (%) P — e Py I prm—— R
o
s
‘ l | “ || -
1 Java.util.A Art rayList. and(arm}ust
u |n Ll I.A \ AI l J.\ulUlI I\ L.L‘.
abstractmpnpr:cesscr Jau
ec tionHandler
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3.17 Application and SQL Tuning

Jennifer can be used for tuning your application or SQL queries. By examining application CPU usage and response time per
Class/Method, Jennifer can identify which module is experiencing performance problems. Comparative analysis of SQL Query
execution time and total application elapsed time can be used in query tuning and identify bottle-neck issues. Jennifer is also
capable of tracing communication between WAS and back-end systems (CICS, TUXEDO, WTC/Jolt, Mainframe CICS/CTG
module) thus providing Min/Max response time, Request load, and other statistic data for all active transaction.

Service Present Condition

Domen N ¢ Per Morrtt  Penot JieYesr $  DAMoh S SekctOtiect ¥ Q
Hts par Day © o par o
howe 501 X
2631330 EXTPAE
a m
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||| O] | P [ | P i
S categoryPartition!
Agpli

Count ERROA C~ Slow Count Avg Reso- Average — AwpSQL~  AvgFeic—  Service Name
» ! s 1 0 A o phe
> e 1 &y ws e [ © Acrrade pptemael) g Detailed Analysis x
» 3 R D a4 0 o e componert esarrgle 3o
v 09% 3 nul d C
DettedAraywy Sty - -7 I.:. T AS U Hi par Dy @
Nember  Type oWt Sum AvpR-  ERROS - Slow SQUEsternal Call VIEW i A% st i L
« 3 an 0 0 IMSESTINTO RS L08 1006 TINE 08 TYRSIvALLESCS 58]
o ERe e 0 0 ®iecUCE 10 08 TITLE hore obs onsec e # r I I ] I I I I I I l I I
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3.19 Report

JENNIFER Provides a customizable WYSIWYG report.

All document box

2 New directory || &

All document box > RApor
Report 2015-01-12
Dir Test TEST

App Reports Direct App Performance

DOCUMENT

Created by
admin
angellhc

admin

R viewmore »

Time of creation
1/29/201511:00
9/30/2014 15:42
1/29/201511:06

SDocument box

App Performance " 2

T Heading 2 2B 7| U B | E=E | EEE

Arrivale Rate

(interval : Smin) Arrival Rate
i

.
Total GC|

W tomcat1 Arival Rate(Avg)
W tomcatd Amval Rate(Avg)
MW JRockit Arival Rate(Avg)

W Web (135)
JE_S1(126)
W Ws_s1(83.75)

WL_S1(52.03)
W WL_S2(452)

©Preview Save Delete

[u]
~

Table of contents.

Application Perfomrance Report
Arrivale Rate

Total GC

Response Time

Top Heap Meory
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Key Points

* WYSIWYG repot generator
 Easy to use, similar to word editor
* Store report in directory structure

* Export to PDF
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3.20 Statistical Analysis

Jennifer provides a statistical analysis for analyzing a wide range of performance data of the system and business perspective at
a glance. Through this service you can analyze the number of occurrences of EVENT for each instance and business groups.

You can also output the analysis screen.

Daily System Performance L it e 7
Sepnch Congrbaon 07 &= 2§ By Vikiors T Spak Time I
14,920 !
Searching Condtion i
Oparating Time Cafl Conemt A
2014.04 Domair BLILD = .. o 778,769 oy

Oparating Time EVENT Couni

Instance : 10,299 ..._

1 4 5§ .
o | W2 Thavs o fhe inp bwss e nn Domsir]

! s
13 14 15 16 17 18 19 < W3 Ferformance!Domaind
20 N 22 23 24 % % o] W w
27 I8 29 30 IIOL-r!: i Il ﬁ]-=||

||| T | (| """ lI I ......... —

Cperat Thrr i - - 24 - HEn ar Foure ey Taiors “Hursbar of bourly EVETR
Peak Time Con | Hi =
= ma P s
ditior
charvics us By Thrsss LA ETHT b
D Cancel
[ Avg Bensorns 1ime Awg barvice Aate Awg Coramard Uiy EWENT Cound
RIS 1 - CoE
2 Instance Perfomance Summary
v
BNt Ll Caust Aing Resporse Tav g Surulce Rams ki Cordunest hen - EVERT Coura
" e Az @ 15
Wi = e 11 482 13 ET ]
. ) T 1,393 FTF) a0 yass
Estare Ll Doust Lug Respatse lene dg Aeimice Hate g Corduimeet Lheis EWENT Cou
L " BT Rl EEY 1o Rl -
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3.22 Alerts and Events

JENNIFER is shipped with more than 50 alerts and error types which covers most of errors that might occur in the application.
JENNIFER 5 introduces Events rule and smart alerts functions. System users can configure alert trigger interval and settings.
Furthermore, they can also define a custom rule to be triggered for a specific error or exception.

(Main, WSIBAD_RESPONSQJ £ value=7137: v i Dashboard G R
Notification Message X

:.l;;\lr;.'.;-?;;RAD_RUPO?.([_?M wlue=40814.0 Kimuld jsp EVENT Rude o Key P o i nts
REVENT Metrcy EVEN

[Main, W1] BAD_RESPONSE_TIME value=38673.0 /simula jsp uen £l pe H
vessast Sl o =T ot eSO Aot * Predefined Alerts
— " unl NSE TIME valuos3s " 1AD_ASPONSE_TIAL g Eo) °
: [Main, W2) BAD_RESPONSE_TIME values39327,0 /simula jsp E e £ BAD_RESPONS. 5
o * Smart Alert
[Main, W8) BAD_RESPONSE_TIME valuew63202,0 /simula j M ST
.-{::L?i:‘t;,‘n’ . _TIME values Kimuld jsp ™ A ooty Rule q" [—0" 1 (s.-
g% Y S
B 0160 JRONE W 46260 i = T ox * Event Rules Managements
A s{emdat il
ERROR EVINT
[Main WINTIRAN RESPONSE TIMF wallisat4R47 0 Mwsild/n Ooman Man . a . .
XView — e e * Notifications to system manager
T ;
o u — et - > o ¥ BAD_RESPONSE_TIME WARNING °
L R "l;
i ol WARNNG e
Vi heck Teve 40 we € Croer e Kon Ressore Tve 40 - S Otject

o
o EVENT Rude ®x
ERROR EVENT
o Man Qa
EVENT Lewel Configoration of exch Object  Aoply Rude Nottations
WASNNG °
WA ¢
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3.23 Event Based Monitoring

JENNIFER 5 introduces an event based dashboard. System administrators can now monitor individual instances as well as
business group based on event status

ERROE EYTNT Ele al
LT nae (] (1 (K H
ENEMY ¢ Key Points
[l EVENT Lewet dagmte
BAD BTAORED TRAD WL i — - — . L4
. a . : Event Based Dashboard
o8 GOk iewCD [T ¥ : BN E 5 B
»  oasmemnous - ' w2 W3 w4 * User Defined Rules.
e N = -
) 1PTON AR i
" it * Notifications
ML PCECTED WO 14

WSO SRR A

SEAMOCE heiay [

* Smart Alert

Rule Settings * Color coded and Icons

* Event Lists pop up

* Instance and Business Group

; Monitoring

Copyright © JenniferSoft. All right reserved Event Occurrence 29 Application Performance Monitoring JENN” ER




3.24 Event Based Monitoring: Event Analysis

Linkage or Related analysis is provided in JENNIFER 5. When an event originating from an ERROR, a pop-up windows is
displayed that enables analysis of the transaction in matter in the X-View

Transactions
Relation
Analysis

Profile name Response time(ms) CPU time(ms)
(EJB, Web] BAD_RESPONSE_TIME value=31338.0 X

fexamplesftestHttpClientWeblo... ¥ [ cervice (ServletReauest, SenvletResponse) 31,230 =7
2014-12-16 14:30 | % Event analysis

a FILE_ROPEM /home/iennifer/javalire/lib/securitv/cacerts

¥ 5¥ EXTERNAL-CALL [HTTP] org apache http impl.client CloseableHttpClient execu 12,282 I 41% 0
¥ SOCKET_ISTREAM Socket[addr=192.168.0.78,port=8050.localport=47002]

¥ SOCKET_CSTREAM Socket[addr=192.168.0.78 port=8090. lacalport=47002]

¥ = EXTERMAL-CALL [HTTF] org apache htto impl client CloseableHttpClient execy 1467200 47% 1

¥ SOCKET_ISTREAM Socket[addr=192.168.0.78 port=8030,localport=47121]

*® SOCKET_OSTREAM Socket[addr=192.168.0.78,port=8090. localport=47121]
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Summary

Active Service =08 = 58 5811 = 1-
Lk - 10 r &

Kev Features [T . {‘-5 —wit wm  wemn wear  wizs  wiw

* True Real Time & Insight.

= - JODC
- rul::uu'-uin m & Loan
. . . T “ =- & Gice
* Monitoring every single i s L ——
transactions (X-View)

* Active Service Monitoring " ! ‘

* Real-Time Topology View
* Real-Time User Monitoring

* Cloud Support

Distinct Features

* Profile On/OFF Settings

* Dynamic Stack-trace

* Integrating monitoring for multiple
domains.

* Monitoring functionality expansion
visa APl and Adapters
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